# Model Architectures and Hyperparams – 24.02.2024

* FLAVA has a nice collection of hyperparams (<https://arxiv.org/pdf/2112.04482.pdf>)
  + Probably similar in other papers
* Using pretrained parts for the AE is also possible, as the following paper did: [https://arxiv.org/pdf/2304.08345.pdf](https://arxiv.org/pdf/2304.08345.pdf%20%20%20%20%20%20%20%20%20%20%20%20) 
  + Section 4
* Does the decoder also need Mixture of Modality Experts? -> <https://arxiv.org/pdf/2304.08345.pdf>
  + … Does not appear to use it, why? Perhaps the output is not a reconsruction of the input?